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ABSTRACT

This paper discusses the tracking control problem for aslas
of multi-input-multi-output (MIMO) mismatched linear s,
where there are disturbances in different channels fronctre
trol input and the real-time feedback signal is not the otiipiu
interest. This mismatch makes it difficult to achieve highking
performance for the interested output. To address thisIprab
two model based iterative learning control (ILC) algoritem
namely reference ILC and torque ILC, are designed for differ
ent injection locations in the closed loop system. An ad hec h
brid scheme is proposed to make transitions between the @0 |
stages for them to work properly at the same time. The prapose
scheme is validated through the experimental study on desing
joint indirect drive system.

INTRODUCTION

In industrial applications, the automated system (e.@, th
robotic manipulator) is often required to repeatedly perfa
single task under the same operating conditions. If theegyst
repeatability is good, the trajectory tracking error widome
repetitive from one run to another. In this case, the iteed@arn-
ing control (ILC) scheme is well suited to compensate for the
repeatable tracking error [1, 2].

Iterative learning control is a data-driven methodology
which iteratively utilizes the data (e.g., error profile)rin previ-
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ous trails to update the system inputs for the next iterafibeny
variations of the ILC scheme have been studied for variods ap
plications [1]. Most of them, however, are developed forfthe
damental case where the system has direct measurement of the
interested output for real-time feedback and does not hesse d
turbances in the channels different from the control inphere-

fore, in mismatched systems where the above scenario does no
hold, the standard ILC performance will be limited and in som
cases the ILC convergence is hard to guarantee.

The mismatched systems discussed in this paper are com-
mon in practical applications, e.g., the industrial robaith
indirect-drive joint mechanisms (joints with elasticity)Sev-
eral feedback control approaches, such as integrator tegocks
ping [3], dynamic surface control [4], and adaptive robust-c
trol [5], have been developed specifically to deal with these
matched systems. Some efforts have been devoted to migrat-
ing these ideas to the field of ILC to deal with the mismatched
uncertainty iteratively while exploiting the noncausgdeétive-
ness. A two-stage ILC approach was proposed in [6] to deal wit
robots with joint elasticity. Similar to backstepping, treal-
time measured output (i.e., motor side state) is utilizebjras
a hypothetical input to control the output of interest (ilead
side state). As shown later in this paper, the convergeneefa
this learning process may be adversely affected and thussthe
of a high bandwidthQ filter to learn high frequency error may
compromise stability. Other studies such as [7] also regpidte
compromise on the tracking performance they had to make for a
better learning convergence. This is especially the casnte
system exhibits mismatched uncertainties. Regardingthlsil-
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ity issue under uncertainty, various robust approaches haen
proposed [8,9]. The resulting algorithms are usually rioiatr
and the performance is normally compromised for a consgevat
robust controller. In [9], it requires the plant resonantebe
suppressed by feedback compensation in order for the pedpos
method to improve the robustness to high-frequency moglelin
errors. In [10], a model-based ILC approach was developed fo
elastic robots to learn the error component beyond the st r
onant frequency. However, this approach requires an aecura
piecewise-linear model to be identified and interpolatecich
trajectory in advance, which limits its application.

This paper will propose a hybrid two-stage model-based ILC
approach for a class of MIMO mismatched linear systems. The

two-stage ILC is aimed to push the learning algorithm to &big
bandwidth while maintaining the fast model-based convarge
rate. The paper is organized as follows. The system model an
the basic controller structure are introduced first. Them itwC

schemes are designed independently followed by an ad hoc hy-
brid scheme to enable the two ILC schemes to execute simulta-

neously. The experimental study on a single-joint indickote
system is presented next to validate the effectivenesseqbiibr
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FIGURE 1. Control Structure with Reference & Torque Update

wherePny Pma: Pru, andPyg are the transfer functions fromn

gor d to the corresponding output. For simplicity, the following

control scheme is formulated for the case whéygandPy, are
diagonal matrices. However, it may be possible to extersl thi
work to a more general case by considering the plant inversio
and commutative multiplication for the non-diagonal nes.

posed scheme. The parametric uncertainty and mismatched dy Basic Controller Structure

namics such as various disturbances at different locatibtise
system will be addressed. The conclusions of this work vell b
given at last.

SYSTEM OVERVIEW
System Model

Consider a MIMO mismatched linear system in the follow-
ing discrete time state space form

X(j+1) = AX(j) +Buu(j) + Byd(j)
y() = [am(i), af ()] = Cx(j) + Dyu(j) + Dad(j)

(1)
(@)

wherej is the time step index € R™ is the system state,c R™

is the control inputd € R" is the lumped disturbancey, €
R"™ andg, € R™ are the two outputs of the plard.is regarded
as the mismatched uncertainty/disturbance if it (or pait)ds
applied to different channels from the control inpug.e., B, #
0By, Va € R). Another mismatched assumption is that, only part
of the outputs (i.e.gm) is measured for real-time feedback, even
if the output of interest may bey. However, the measurement of
gr may be available for iteration based off-line use. Furthemen

Figure 1 illustrates the control structure for this misrheit
system, where the subscrlpts the iteration index. It consists of
two feedforward controllerd;; andF,, and one feedback con-
troller, C. Here,C can be any linear feedback controller such
as a decoupled PID controller to stabilize the system. Thd-fe
forward controllersf; andF,, are designed using the nominal
inverse model as

()
(6)

Umak(j) = Pmu(2P (D Aax(j) 2 Fi(2)Aax(i)
Tink(}) = Pri(2) [Omak(§) + k(i) £ Fa(2)Gmax(j)

wheres’is the nominal model representationeofgq  is the de-
sired plant output fogy k. rqk andty, x are used as the additional
reference and feedforward torque updates generatedvitdyat
by the two-stage ILC algorithm designed later.

TWO-STAGE ILC SCHEME
ILC Basics

Some basics of the general ILC scheme are reviewed first,
which will be utilized in the subsequent ILC scheme design.
Consider the MIMO linear system with the error dynamics and
the ILC law in the following form

besides the unknown mismatched dynamics, it is assumed that

parametric uncertainties exist in the available nominadleto
This system can be reformulated as

) 3)

Am(]) = Pmu(2)u(]) + Pna(2)d(]
) (4)

)d(
Qe(J) = Pu(2)u(]) + Pra(2)d(]

&(j) = —Peu(@k(j) +1(j)
Uk1(]) = Q(2) [(j) + L(2)&(])]

(7)
(8)

wheree is the error that the ILC scheme aims to reducés
the lumped repetitive reference and/or disturbance inpuhée
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system, andli is the control input updated iteratively by the ILC
scheme using the filteris(z) andQ(z). Similar to [1, 11], the
following convergence property holds:

Theorem 1. The ILC systen({7)-(8) is monotonically and ex-

ponentially convergent in the sense thak — U, — 0 and
|&— €|, — 0 as k— oo, if
=R [ - L@Pu(d)]ll, <1 (9)

wheref3 is the rate of convergence, | is the identity matrix with
appropriate dimension, the p-norfie ||, = (3| ei |P)1/p, and

—Q(2) + Q(2)L(2)Peu
—Q(2) + Q(2)L(2)Peu

)"

Q2L(r(j) (10)
()7 Jr

e
€ (]) —Q(2)]r(j) (11)

Proof. First, with (7) and (8), it is easy to see that

Uki1()) = Q2 [I - L(@Peu(2)] U(j) + QLA (])  (12)
which yields
U1 = U p = [|1Q(2) [I = L(2)Peu(2)] (U — U ) [[
< IR = L(2)Peu(2)] [ p 1tk — U |, (13)

Therefore, if|Q(2) [| —L(2)Peu(2)]][, < 1, ||Uk — Us||, — O as

k — co. With (7), similar conclusion can be drawn for the conver-
gence ofe,. Note that the inversg — Q(2) + Q(z)L(2)Py(2)] 1
exists becausgQ(z)[l — L(2)Peu(2)]||p, < 1.0

Equation (11) shows that the steady state egrovanishes
with complete learning (i.eQ(z) = I), which means the effects
on e, from the repetitive input will be fully compensated. The
ILC law (8) implies theQ filter can also be used to shape the
learning ability in the frequency domain. In order to acleibet-
ter performance, it is desired to push the bandwidtiQ() to
be as high as possible. Equation (9), however, indicateghba
bandwidth ofQ(z) may have to be compromised to ensure mono-
tonic convergence and to avoid poor transients in the lagrni
process. In practice, a low-pass fil@(z) is typically employed
to prevent the effects of high frequency model uncertairftiem
entering the learning process [1]. AlsQ(z) should be unity
gain at low frequencies where complete learning is predetoe
achieve zero steady state error. Since the ILC scheme is-an of
fline iteration based method, acausal filtering can be etllito
obtain a zero-phase learning response.

Given a fixedQ filter, the optimal learning filter to achieve
the fastest convergence is obtained as

L*(2) =arg [T(Li)nHQ(Z) [ = L@Peu()]l (14)

This leads to the plantinversion choice, il€'(z) = Py} (2). This
model matching problem can be solved with many optimization
techniques, such as thk, synthesis [8], if the model uncertainty
bound is known. The design€}{z) andL(z) need to be validated
using (9) with the knowledge of system model uncertaintythwi
out loss of generality, the optimal learning filter in thigppais
simply chosen ak*(z) = Py 1(2).

ILC With Reference Update

Denote the sensitivity function of the closed loop system in
Fig. 1 asSy(2) = [l +C(2)Pmu(2)] *. From (5),qmax is related
t0 Og k (i.€.,0¢d k OF Omdk) as follows

Omdk = PmuPy 1k (15)

whereR, can be eithePy, or Py, depending on the choice qj .
The time indexj for all signals and the discrete time operator
for all transfer functions are omitted hereafter for sirojpyi. The
system outpudy (i.e.,gmk Or gy k) can be derived as

Ok = Puuk + Pgdk
= PiSp [(C+ Prd) (Gmak + Fgk) + Ttk — CPinatk] + Pad
= PriPuSoS; Mok + PuSp (P ™S, Mdak + Ttk — CPntk) + Padle

(16)

The corresponding tracking erreyis

& = ddk— Ok = —lsrﬁ&PuSpA%qu,k"‘ (- PuSplleA%l)Qd,k
—PuSpTnik + (PuSpCRnd — Pa)dk

£ —Peurrqk+ r_r,k (17)

The tracking performance of the next iteration can be impdov
with the reference update scheme (namely reference ILCHL) o
reference ILC (M) depending on the choicespf as

rq’k+]_ = Qr (rq‘k + LI’Q() (18)

Assume the desired trajectorgqy, the feedforward
torque updatery k, and the disturbancey are repetitive for
each iteration. From Theorem 1, the monotonic conver-
gence of this ILC scheme (18) can be guaranteeg; if=
|Qr (1 - LiPptPuSpSy )], < 1. With the inversion of the nomi-
nal modelin (17), the optimal learning filter and the conegrce
rate are obtained as

L;«k - ﬁ&ﬂ: - ﬁJllﬁmu

B =l -RRSSY, <1

(19)
(20)

Copyright © 2012 by ASME



and with complete learning (i.eQ; = 1), the tracking erroes
vanishes. In order to achieve fast convergence rate wittmut
promising the bandwidth d@y, it is desired to reduce the model
uncertainties. This can be done by either obtaining a ndmina
modelP, more accurately representing the actual physical plant,
or in contrast, making the inner plant (blue shaded areagnifi
behave as the chosen nominal moéel In the next section, an
ILC scheme with torque update is introduced to achieve titerla
objective, i.e., makingy — I5uuk, wherel = Tink + Trpk IS the
torque input to the inner plant.

ILC With Torque Update
Defineep x as the model following error between the nomi-

nal plant output (i.e.gp £ B,u) and the actual plant outpog
(i.e.,0¢k Or gmk). The ILC scheme to reduce this model follow-
ing errore, k can be formulated as

(21)
(22)

€pk = Public — Ok = G — Ok
Tkt = Qu (Trik+ Luepk)

whereP, is Py, or Py, to match with the choice ady. The corre-
sponding ILC is termed as torque ILC (L) or torque ILC (M).
It shows thatry,  is used to cancel out the effects gqnfrom
model uncertainthP = P, — P, and mismatched disturbandg
The idealry, , to achieve this objective can be derived as

Putik = P+ Ty ) + Padic

= Tyx=—P, (AP + Pydy) (23)

In the mismatched systems, the two objectives, followihg
(i.e., torque ILC (M)) and following?,, (i.e., torque ILC (L)),
cannot be reached simultaneously (i.g, . # Ty ), Since
PraPmd # Py, Pia andPy APy # P, YAP, in general. This means
at this stage it is desired to select the nominal model to Imatc
with the chosen one in the reference ILC stage.

Convergence of Model Following Error The input-
output equation of the nominal plant can be derived as

Ap.k £ FA)uIJk (24)
= RSy [(C+Prd) (Amak + k) — CPnuTni k — CPnadk]

Then from (16) and (24), the model following ereyy becomes

€pk = Opk — Ok = — TuSpTnik — APSH(C + Prd) (Gmak + k)
+(APSpCPmd — Py)dk

4L

PeuuTni k + Tuk (25)

whereT, = P,CPn+ P..

Therefore, if the desired trajectoty,qk, the reference up-
daterq, and the disturbanad remain the same for each itera-
tion, by Theorem 1, the torque ILC scheme (22) will be mono-
tonically converging ifBy = ||Qu (I — LuTuSp)||,, < 1. By using
the nominal plant inversion, the optimal choicelgfwith dead-
beat convergence rafi¥ becomes

e

By = [|Qu (1 = RPT) S|, < 2

(26)
(27)

and with complete learning (i.6Qy = I), the inner plant behaves
like the nominal model as the model following eregy. — 0.

Convergence of Tracking Error
the tracking errogy can be derived as

Using (17) and (25),

= R [ R R P 1)

— (B4 C) Burqk + CPu (Pna — PaPdPr L) dk] (28)

By assumptiongly k, I'qx, anddy do not vary from one iteration to
another. Thus the tracking erreg will also converge monoton-
ically with the rate off3e < HPUTU*lHooBu if the model following
errorey  converges an@, T, 1 is BIBO stable.

Note that for torque ILC (M)P; *PnPPrt — 1 = 0 and
Pmd— P4PmuP;* = 0, which further reduces (28) to

Thus ifrq = 0 (i.e., the reference ILC is not activated),— 0
asepy vanishes. For torque ILC (L), this is not true due to the
mismatched behavior. The remaining tracking eeois

e — PUTufl[lﬁmuc(Pglpmuﬁuﬁr;&— 1) .o

— (Pt + C)Pufqen + CPy (P — PaPrncP )

A

Peu,urrq,oo + ﬂjr,oo (30)

which can be further eliminated through the reference IL@gis
L} = Peitir = Py P and this matches with (19).

Hybrid Scheme With Two-Stage ILC

In general, for the closed loop system with a satisfactory
feedback controller, the sensitivity functi&® will behave as a
high-pass filter to mitigate the low frequency error. Theref
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in the convergence condition (27), the low frequency model u
certainty is greatly suppressed By. This allowsQy to have
higher bandwidth without worrying about the low frequency u
certainty. Then with the effects of the torque ILC, the inplant
will behave like the nominal model (i.eq — Puu) up to the
bandwidth ofQ,. Within this frequency range, the convergence
condition of the reference ILC (20) will be simplified to

B~ (1 -5, <1 (31)

which allows to pusi®, to a higher bandwidth for better tracking
performance.

Note that the repetitive assumption is used in the derigatio
of the aforementioned two ILC schemes. When these two ILC
schemes are activated simultaneously, the repetitivergsson
will be no longer valid (i.e.rqx andty, x are not repetitive from
one iteration to another). Therefore, an ad hoc hybrid sehem

is designed to reduce the adverse interference of the two ILC

stages. Specifically, an iteration-varying gain is appt@éach
ILC stage as follows

(32)
(33)

Tnike1 = Qu (Tnl,k+ Vu,kl—uep,k)
gkl = Qr(rgk + Vrklr&)

where the two gaing, x andy; can be tuned by trial and error,

€9,k = min(4zi llepk(i)ll2

_ 1 ;
STIEROIR 1) andyk = 1— 5Vuk- The basic

Motor  Reducer

o

LI

FIGURE 2. Single-Joint Indirect Drive System Setup

1) a servo motor with a 2@00 counts/revolution encoder) 8
harmonic drive with a 80:1 gear ratio) & load side 14400
counts/revolution encoder, and 4 payload. The anti-resonant
and resonant frequencies of the setup are approximately 11H
and 19Hz. Itis assumed that the load side encoder measuremen
is only available for iteration based offline use rather tfan
real-time feedback use. Finally, the algorithms are imgetad
using a 1kHz sampling rate in a LabVIEW real-time target in-
stalled with LabVIEW Real-Time and FPGA modules.

Figure 2 also illustrates the schematic of the single-jmint

idea behind is that the torque ILC needs to take more effects irect drive mechanism. The subscripisnd? denote the motor

whenever the model following error becomes larger in theipre

ous iteration (i.e.% increases). In order for the torque

ILC to perform better, the effects of the reference ILC iscade
ingly attenuated with a decreasgd. In contrast, once the model
following error is sufficiently small (i.e., the inner plab¢haves

side and the load side quantities, respectivélyrepresents the
angular position and is the moment of inertiau is the motor
torque input. dyn, andd, represent the viscous damping coeffi-
cients at the motor side and the load side, respectikglgndd;
are the stiffness and the damping coefficients of the rediiter

as the nominal model), the torque ILC becomes not necessarygear ratio of the reducer is denoted Ny fmc and f, represent

and the reference ILC can be fully activated.

As shown in (29), for the application of trackirgg,, the
reference ILC is not necessary and the torque ILC (M) with
P, = Py will be sufficient. In order to tracky,, however, the
aforementioned hybrid two-stage ILC scheme viik= Py, will
be necessary. And it is understood that the nominal model$ us
in two ILC stages should match with each other due to the mis-
matched dynamics. In the experimental study, the algoritaim
idation will focus on the case of trackirgg to test the effective-
ness of the hybrid two-stage ILC scheme.

EXPERIMENTAL STUDY
Experimental Setup & Dynamic Model

The proposed method is validated on a single-joint indirect
drive robot shown in Fig. 2. This experimental setup corgiét

the nonlinear Coulomb frictions at the motor side and the loa
side, respectivelyds, andd;, represent the additional repetitive
disturbances at the motor side and the load side, resplyctfiis
the transmission error of the harmonic drive, which is defiag
the deviation between the expected reducer output postioin
the actual reducer output position. It can be approximaitday
simple sinusoid a8 = Asin(26t + @), whereA is the amplitude
of the transmission errog is the phase, and the frequency is 2
times the motor side velocity [12].

The dynamic model for this setup can be formulated as

wli(-e)ea(-e)

. . 6 6 .
Jy6,+d,6, = kj (Wm — 9@) +dj (Wm — 94) +do
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Load Side External %
Disturbance Setup __}

FIGURE 3. Load Side Disturbance Setup for Single-Joint System

where

. 1 ~ &
0y = dim— fnesgr(Gm) + (K 8+;6)

do = dsy— fgcsgr(ég) — (kjé-l-dj é)

Therefore, the above indirect drive model can be considased
a mismatched system described in (3)-(4) with the disturban
d=[dy dz]T. The two outputsym and g, are the motor side

position8;,, and the load side positiofy, respectively. Note that

d is repetitive ifqm and g, are repetitive. The continuous time
transfer functions from the inputs to the outputs become

JiS? + (dj + dp)s+K;

Pnu(S) = Indes* + JgS® + Ks? + Kj (dm+-dy /N?)s 4

Pu(s) = § [Imdys? + JgS3 +d JJi:ZT Kj(dm+d;/N?)s] %)
Pt () = N [mdis T 3 +d JJi:ZT CREETNIE R
s JmJ;sTf : @/ J’\k';idﬁ});:fé Z\I/ZNZ)S 37)

Pmd(s) = [Pmu(s) Pmdz(s)] , Pu(s) = [Péu(s) Pédz(s)] (38)

where
dj
Jg = Jm(dj + d[) +Jy N2 +dm (39)
Joki did,
I = Jkj + N—Z‘ + (dj + d¢)dm + ﬁ (40)

System Disturbance Characteristics
In this setup, the identified Coulomb friction combined &t th

motor side (i.e.fmc+ %) is about 01004Nm. A fictitious torque

Load Side Desired Trajectory
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FIGURE 4. Load Side Desired Trajectory

disturbancels, at the motor side. In the following experiments,
d¢m is set as a 1Hz sinusoid starting from 3sec with an amplitude
of 0.2Nm, i.e.,d¢m = 0.2sin(271(t — 3))Nm. The repetitive exter-

nal disturbancel;, at the load side is generated using the setup
shown in Fig. 3. Itis designed to have the extension sprippl/a

a maximum disturbance of approximately 20Nm at the load side
when the payload hits the ball and continues rotating fouabo
14 degrees.

The motor side feedback control@designed for this setup
has a resonant frequency at about 11Hz for the velocity loop.
This corresponds to about 1 rad/sec at the load side. Therefo
in order to amplify the transmission error effects, the Isate
desired trajectory is designed to have a speed®f&d/sec for
most time so that the resulting transmission error frequerilt
coincide with the resonant frequency of the velocity loopheT
resulting trajectory is shown in Fig. 4, which is designedaas
fourth-order time optimal trajectory suggested in [13].

The effects of these different kinds of disturbances on the
load side tracking performance with the basic controliercttire
(i.e.,C, Fy, andF; in Fig. 1) are illustrated in Fig. 5.

Algorithm Setup

The zero-phase acausal low-pass filtl€sand Q, are ob-
tained ar (2) = Qu(z) = Q1(z 1)Q1(2), whereQi(2) is a low-
pass filter with a cut-off frequency of 30Hz, which is beyohd t
system elastic anti-resonant and resonant frequencidhb. tii&
selection ofQ,(z) and Qu(2), the frequency responses Bf in
(20) andg, in (27) with +£50% parametric uncertainties are plot-
ted in Fig. 6 to verify the monotonic stability condition.

Figure 6 shows that, using either motor side model or load
side model, the magnitudes Bf and 8, are always below 0dB
indicatingf3y < 1 andf3, < 1. Therefore, the monotonic stabili-

is added in the motor torque command to simulate the external ties (20) and (27) are ensured separately for both ILC sckeme

6
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4 Load Side Position Error
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FIGURES5. Disturbance Effects on Load Side Position Tracking Error

Br = HQr(l - PJIPuSpS';Tl)Hoo <1

) Reference Side ILC - Using Motor Side Model Reference Side ILC - Using Load Side Model

Frequency (radsec)

Bu = HQu(l - PJIPu)SpHoo <1

Torque Side ILC - Using Motor Side Model
T T T I T

Torque Side ILC - Using Load Side Model
T T " T

0
Frequency (radisec) Frequency (radisec)

FIGURE 6. Frequency Responses @fandf, with +50% Paramet-
ric Uncertainties

Now consider the two-stage approach proposed in [6]. It
can be shown that, the approach in [6] with plant inversianrie
ing filters can be reformulated similarly as the referende (L)
with P, = Py, plus the torque ILC (M) with?, = Py in this pa-
per. This means that the two-stage ILC scheme is performigd wi
mismatched nominal models. As expected, this will not help t
attenuate the model uncertainty but instead may even deteri
rate the ILC convergence performance. To see this, theitrgck
performances in the following experiments will be compared
three controller settings, i.e., reference ILC wih= Py, only
(RefILC(L)), reference ILC with®, = Py, plus torque ILC with

X107 Load Side Position Error
10
Initial Run
RefILC(L)
= = = ReflLC(L)+TrqILC(M)
RefILC(L)+TrgILC(L)
—~ 5r
e
8
S
i
8
a
Olwp .
i
0 0.5 1 15 2 25 3 3.5 4
Time (sec)
FIGURE 7. Performance Comparisons using Accurate Nominal

Model (After 10 Iterations)

Py = Pmu (RefILC(L) + TrglLC(M)), and reference ILC with
P, = Py plus torque ILC withP, = Py, (RefILC(L) + TrgILC(L)).

Experimental Results

Each controller setting is implemented to track the load sid
desired trajectory in Fig. 4 for 10 iterations. First, themoal
model with accurately identified system dynamic parameters
used in the controller design. With an accurate nominal mdde
is expected that the three controller settings will perfexually
well. As shown in Fig. 7, the load side position tracking esro
for these three settings are all significantly reduced taatrthe
level of load side encoder resolution.

Next the three controller settings are compared using the
nominal model with 15% uncertainty in the dynamic paranseter
Normally, with larger model uncertainties, the cut off foemn-
cies of Q filters need to be reduced to ensure the convergence
of the learning process. Here, th¥filters are kept the same as
the previous case in order to verify the benefits of the pregos
scheme. Fig. 8(a) shows that the torque ILC performs very wel
once it is activated. No matter which nominal model is chdsen
follow, the model following errors are greatly reduced wiist
convergence rate. As to the load side tracking performarue,
ever, more differences are expected. It is shown in Fig. i)
due to the model uncertainty, the setting ReflLC(L) doegrawt
form as well as before. The setting Ref[LC(L)+TrqILC(M) act
ally deteriorates the performance since TrqlLC(M) is imted to
make the inner plant match with the motor side nominal model
while the load side behavior may actually deviate furthenfiits
nominal behavior. In contrast, the setting ReflLC(L)+TrG(L)
performs the best since it intends to make the inner plara\eesh
as the load side nominal model and thus greatly releasesqthe u
certainty burden on the reference ILC.
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FIGURE 8.

15% Parametric Uncertainties (After 10 Iterations)

CONCLUSIONS

In this paper, a model based two-stage ILC scheme was de-

Performance Comparisons using Nominal Model with
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